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The rapid advancements in air mobility vehicles is paving the way for air taxis to become
a viable mode of public transportation. The next technological frontier for air taxis is fully
autonomous operation. Developing safe and efficient autonomous control for air taxis presents
greater challenges than for ground vehicles due to the inherent instability of aerial vehicles.
Therefore, simulation solutions for autonomous air taxis will play a crucial role in accelerating
their development and eventual safe deployment.

This paper introduces AirTaxiSim, an end to end simulation framework for autonomous
air taxis. AirTaxiSim is designed to model and analyze the complexities of autonomous air
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taxi operations in dynamic and cluttered urban environments. AirTaxiSim integrates high-
fidelity physical models of vertical take-off and landing air vehicles in photo-realistic urban
environments. The primary purpose of AirTaxiSim is to evaluate the safety, performance, and
efficiency of autonomous air taxi services, across a variety of scenarios, including dangerous edge
cases. AirTaxiSim also provides methods for generating datasets and establishing benchmarks
for autonomous air taxis. This paper describes the simulator’s construction, functionalities, and
some of the use cases, providing critical information to facilitate its use in advancing autonomy
in aerial vehicles. https://github.com/CPS-IL/airtaxisim

I. Introduction

Autonomous air taxis are poised to revolutionize urban transportation, providing a convenient and efficient mobility
solution [1, 2]. A major challenge in the development of autonomous air taxis are the risks and costs of real world

validation using life scale vehicles. This challenge is further exacerbated by the natural instability of aerial vehicles, as
compared to ground vehicles. Therefore, simulation frameworks will play a pivotal role in development of autonomous
solutions for air taxis [3–5]. The key factor in the utility of such frameworks is their ability to emulate real world
conditions with high fidelity. Prior simulation solutions for autonomous vehicles address important concerns for air
taxis [6–10], however, the existing solutions do not cover the wide range of requirements for end to end autonomy.
Leveraging a photorealistic environment simulator built for ground autonomous vehicles [11], this work introduces
AirTaxiSim for autonomous air taxis operating in high fidelity urban environments. An overview of the simulation
framework is presented in Figure 1.

CARLA simulator [11] provides high fidelity photorealistic environment and physics simulation for ground vehicles.
However, CARLA lacks support for aerial vehicles. To overcome this limitation, AirTaxiSim integrates high fidelity
physics models for aerial vehicles within the CARLA environment. This includes a full-scale hybrid fixed-wing vehicle
with vertical take-off and landing (VTOL) capabilities. This vehicle model is adapted from a simulator developed
by National Aeronautics and Space Administration Langley Research Center [12]. Another vehicle supported is
MiniHawk-VTOL [13, 14], a small tiltrotor aerial vehicle with VTOL capabilities. Therefore, AirTaxiSim natively
supports the two primary use cases for such a simulation framework, i.e., high fidelity simulation for a life scale vehicle,
and a practical option for sim-to-real conversion by using Minihawk. AirTaxiSim is designed to be extensible and
supports other aerial vehicle models with minimal integration overheads.

Leveraging docker containers, AirTaxiSim is designed to be highly modular. The modularized components use
Robot Operating System (ROS) Noetic [15] as the middleware to communicate. Combining the flexibilities provided
by docker containers, ROS, and a custom hierarchical configuration layer, AirTaxiSim allows easy selection between
redundant components, e.g., selecting one of different path planning algorithm implementations. Therefore, AirTaxiSim
is built for easy integration of novel solutions to specific tasks to validate and benchmark specific solutions, operating
as part of the overall end to end system. Furthermore, simulation techniques provide perfect alternatives for certain
tasks, facilitating the validation of individual components without interference from errors in other components. The
configuration layer allows for easy definition of specific evaluation scenarios, including various initial states of the
vehicle, infrastructure, environmental conditions, and ground plus aerial traffic.

This paper presents multiple case studies showcasing some of the ways the simulator can be used in advancing
autonomy solutions for air taxis (Section IV). These case studies include training for machine learning solutions,
validation of safety solutions, and performance benchmarking. AirTaxiSim enables experimentation and validation
of autonomy solutions for autonomous air taxis and facilitate research in robust and scalable solutions for urban air
mobility. This is especially suited for validation of solutions to safety challenges in learning-enabled autonomy for aerial
vehicles [16, 17]. Preliminary versions of AirTaxiSim have been used to for various purposes in prior works, including
validation of safety solutions [18], generate synthetic data for model training [19], and integration with verification
framework [20]. By providing a flexible high-fidelity platform, AirTaxiSim supports the advancement of autonomy in
air taxi systems, accelerating the transition to safe and efficient real-world deployment.

The key contributions of this work are:
• AirTaxiSim, a software in the loop simulation framework for autonomous air taxis.
• Functional and implementation descriptions, providing guidance for use and customization of this simulator for

autonomous air taxi research.
• Case studies presenting some of the of use cases supported by AirTaxiSim, including dataset generation and

benchmarking.
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Fig. 1 AirTaxiSim Overview: a) Environment includes elements like the ego vehicle, adversarial vehicles,
ground vehicles, and buildings; b) Perception processes sensor data; c) Planning generates paths for the ego
vehicle; d) Vehicle Model simulates ego vehicle physics; e) Simulation Control manages the simulation and
collects data for safety and performance metrics.

II. Related Work
In this section we discuss the prevalent simulation solutions for autonomous vehicles and aerial vehicles. To the best

of our knowledge, AirTaxiSim is the first open-source simulator for autonomous air taxis in realistic urban environments
with end to end autonomy support, providing a valuable resource for autonomous air taxi research and development.

A. Autonomous Ground Vehicle Simulators
Autonomous ground vehicle simulators play a critical role in the development and testing of autonomous driving

technologies, offering a safe and cost-effective environment for algorithm validation and system integration. Several
well-established simulators have been developed to cater to the diverse needs of autonomous vehicle research.

CARLA [11] is a widely-used simulator for autonomous ground vehicles, providing a photorealistic, high-fidelity
environment with detailed urban settings and traffic dynamics. It supports a range of sensors for testing autonomous
driving systems, including lidar, radar, and cameras. Our work builds on CARLA by integrating aerial vehicle models into
its simulation framework, allowing us to extend its capabilities to urban air mobility applications. LGSVL Simulator [21]
provided similar functionality as CARLA, however, LGSVL Simulator was deprecated in 2022. Therefore, CARLA is
used as the environment simulator in this work.

Autoware [22] is the leading open-source research platform for autonomous vehicles, integrating various sensors
and algorithms for perception, planning and control. It is often used with CARLA or LGSVL Simulator, which provide
a high-fidelity environment for testing vehicle dynamics, sensor simulations, and hardware-in-the-loop systems. This
integration allows for the validation of autonomous driving systems under complex, realistic conditions.
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Baidu Apollo [23] offers a comprehensive ecosystem for autonomous driving, including a powerful simulation
system. The platform supports the testing of vehicle software in virtual environments, simulating diverse scenarios such
as urban traffic and adverse weather. Apollo’s simulation tools are particularly useful for validating machine learning
models related to path planning, perception, and decision-making.

While simulators like Autoware [22], Baidu Apollo [23], and CARLA [11] are highly effective for ground vehicle
simulation, they focus on ground-based systems, which limits their use for multi-modal transportation systems like air
taxis. This gap highlights the need for simulators that can integrate both ground and aerial vehicle dynamics, enabling
the development of urban air mobility solutions.

B. Aerial Vehicle Simulators
Prior aerial vehicle simulators have primarily focused on the physics of the vehicle itself and the direct effects of

environmental factors, such as wind, on vehicle dynamics. While these simulators are valuable for understanding basic
flight mechanics, autonomous air taxis operating in cluttered urban environments face additional challenges, including
obstacle detection and avoidance, complex traffic scenarios, and real-time decision-making in dynamic conditions.

AirSim [24] is a widely-used simulator for testing aerial vehicles, particularly drones, in realistic environments.
While it offers high-fidelity simulation for aerial vehicle dynamics, it is primarily designed for open or rural environments,
with limited support for simulating complex, dynamic urban traffic. AirSim does not natively integrate urban traffic or
multi-modal interactions, which are critical for urban air mobility (UAM) applications like air taxis. In contrast, our work
builds on a simulator designed for urban environments (e.g., CARLA), incorporating both aerial and ground vehicle
dynamics to enable testing in dense, urban traffic scenarios, which are essential for the safe operation of autonomous air
taxis in real-world settings.

X-Plane [25], another popular simulator, provides a comprehensive simulation platform for both aircraft and
unmanned aerial systems (UAS). It offers a high level of fidelity in terms of aerodynamics, aircraft systems, and
environmental interactions. X-Plane is often used for flight training and vehicle design, but it also serves as a valuable
tool for testing autonomous systems, especially in structured environments. However, like many other simulators,
X-Plane focuses primarily on vehicle dynamics and lacks built-in support for multi-agent simulations and complex
urban environments.

Recent studies have enhanced aerial simulators to better address the complexities of urban air mobility (UAM).
For instance, Lu et al. [6] developed a multi-agent simulation to study the dynamics of autonomous taxis in urban
settings, analyzing travel economics and environmental impacts in the context of UAM systems. Liu et al. designed a
simulation for autonomous aircraft maintenance scheduling [7], while Naser et al. focused on the efficiency of air taxis
in comparison to traditional taxicabs [8]. These studies highlight the growing interests in simulating air taxi operations
in complex urban environments.

Additionally, Barbarino et al. [9] presented high-fidelity aeroacoustic simulations of VTOL aircraft operating
in urban air mobility scenarios, addressing challenges related to noise pollution and flight efficiency. Similarly,
Martín-Lammerding et al. [10] explored high-density air traffic scenarios with a multi-UAS simulator, emphasizing the
need for coordination and collision avoidance in crowded airspace. Altun et al. [26] developed a comprehensive flight
testing and simulation infrastructure for advanced air mobility (AAM), focusing on airspace management and vehicle
performance, whereas our work extends this by integrating both aerial and ground vehicle dynamics in high-fidelity
urban environments, enabling the simulation of complex multi-modal transportation scenarios.

In summary, while existing aerial vehicle simulators provide valuable insights into the dynamics and performance
of autonomous aircraft, they often lack the necessary capabilities to model complex urban environments within
photorealistic environments. This work builds upon these simulators by incorporating both aerial and ground vehicle
dynamics, addressing the unique challenges of urban air mobility through high-fidelity simulations that enable the
testing of multi-modal transportation systems in dense, dynamic traffic scenarios. This integrated approach provides a
critical tool for testing the safety and efficiency of autonomous air taxi systems in urban settings.

C. Urban Aerial Datasets
Several datasets featuring overhead aerial imagery captured by drones provide valuable resources for developing

perception systems for aerial vehicles operating in urban environments. For example, the DOTA dataset [27] offers
images of urban settings with bounding box annotations for various vehicle categories. Similarly, Sun et al. [28]
introduce a dataset containing aerial images of urban areas, which is useful for object detection and classification tasks.
However, these datasets are limited in scope for developing fully autonomous air taxi systems, as they primarily focus
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Fig. 2 Detailed system architecture of the air taxi simulator, showcasing key components and their interactions.
While the three containers at the top connect to multiple other modules, these connections are omitted for clarity
to avoid overcrowding the figure.

on perception tasks and do not support other critical components such as planning and control. Moreover, these datasets
do not fully capture the complexity of urban environments that autonomous air taxis will face. For instance, they lack
the presence of other aerial vehicles, which is essential for autonomous air taxi operation. Additionally, a robust air taxi
system must be trained on data that includes failure scenarios, such as collisions, to recognize and avoid such hazards.
Such unsafe scenarios are vastly underrepresented in real-world datasets, including those for ground vehicles [29, 30].

Numerous large-scale datasets are available for autonomous ground vehicles, such as the KITTI dataset [31] and the
Waymo Open Dataset [32]. However, these datasets are tailored for ground vehicles and thus do not include critical
information needed for air taxis, such as wind velocity, overhead viewpoints, or vertical navigation data.

While existing real-world datasets provide valuable resources that can support some aspects of air taxi research,
they fall short in addressing the comprehensive needs of air taxi systems, especially for dense urban environments.
Furthermore, the generation of synthetic datasets specifically designed for air taxi research — capable of simulating the
unique challenges of urban air mobility — remains an under explored area.

Although various simulation tools exist for autonomous ground vehicles, there is a significant gap in simulation
tools for air taxis. Our work addresses this gap by introducing a simulation-based approach to generate synthetic data to
support the development of end-to-end air taxi systems.

III. Simulator Description
This section describes the major components of AirTaxiSim, including their functionality, implementation, and

design decisions. The system architecture of AirTaxiSim is illustrated in Figure 2.

A. Infrastructure
AirTaxiSim is backed by a custom software infrastructure, built to leverage popular software frameworks. This

infrastructure, and the use of popular frameworks, facilitates ease of use, rapid development, modularity, flexibility,
configuration, and robustness of simulation components.
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1. Host Scripts
AirTaxiSim is launched by running the main script on a host machine. This script parses and loads the configuration

files (Section III.A.2) that define the simulation run, including which simulator components or services to run. A
set of shared utilities are used by the host script and made available to each containerized service (Section III.A.3).
The utilities provide essential functionalities to support the simulation framework. This includes container services
management, configuration management, logging, and containers to host communication.

Based on configuration options, the host scripts set up containers for each service, including their file systems and
any one-time setups, including builds for any ROS packages. From that point the host scripts start each service, and
in conjunction with a simulator control service (Section III.A.4), monitors and controls the simulation run. The host
scripts also aggregate and analyze final results. All these behaviors are configurable using the custom configuration
framework, described in Section III.A.2.

To minimize software dependencies on the host machine, the host scripts primarily use standard python modules,
with the only exception being a third party logging package, loguru [33]. Of special note is the fact that the host machine
does not need to install ROS, which significantly improves the portability of this simulation framework.

2. Configuration Files
Configuration files serve as the interface for defining the simulation scenarios the user wishes to run and select the

automation components for these simulations. The simulator natively supports a wide range of options, with support
to define custom scenarios to fit novel use cases. This configuration plane is designed to be extensible, allowing the
introduction of new options as needed to support diverse tasks and emergent use cases. The hierarchical structure of
the configuration plane, enabled by an include mechanism, further enhances the modularization and configurability of
AirTaxiSim. The current configurable options include

• Containerized services to include in a simulation run, their one time setup and run commands
• Data flows, e.g., to select between different trajectory sources to control the ego vehicle
• The ego vehicle’s∗ initial state
• Simulation target behavior and goal, e.g., landing target
• Initial positions and motion patterns for other aerial vehicles and obstacles
• CARLA configuration
• Ground traffic levels
• Weather conditions
This level of granularity offers users the flexibility to create a vast number of unique simulation scenarios,

accommodating diverse needs. The combinatorial explosion of possible configurations ensures the simulator’s utilities
across a wide range of applications and use cases. Below is an example snippet from a configuration file:

1 # Test
2 map: Town02_Opt
3 spectator_follows_ego_vehicle: false
4

5 # Vehicle
6 ego_vehicle:
7 reference_topic: /target/pose
8 planner_topic: /target/waypoint
9 planner:

10 type: a_star # One of ["simple", "a_star"]
11 distance_threshold: 1 # distance threshold to the current waypoint
12 speed_threshold: 3 # minimum speed required when moving between intermediate points
13 speed_check_time: 0.5 # time period in s to check the speed
14 include: ego_vehicle/jaxguam.yml
15 debug: false
16 location:
17 x: 0
18 y: 75
19 z: 75
20 velocity:
21 x: 0
22 y: 0
23 z: 0

∗Ego vehicle refers to the primary vehicle that is autonomously controlled and observed for the simulation.
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As shown, the configuration files are designed to be intuitive, allowing users to easily set up and modify simulation
parameters without requiring deep familiarity and technical expertise. This accessibility ensures that researchers and
practitioners alike can efficiently operate the simulator and explore various customizations. Also of note is line 14 in
the snippet above. It shows an include statement, which imports configuration options from the included file. Such a
hierarchical structure improves the readability of the configuration files. More importantly, it allows selection of features
at higher levels of granularity. For example, by modifying line 14 above from include: ego_vehicle/jaxguam.yml
to include: ego_vehicle/minihawk.yml, the simulation would use the minihawk vehicle. The vehicle specific
configuration file includes all options specific to the vehicle as well as corresponding defaults.

3. Modular Services
All simulator components, with the exception of host scripts, are encapsulated in docker containers [34] and run

as docker compose services [35]. A service here is a docker container that fulfills a specific functionality within the
simulation framework. Most services are a ROS package with any accompanying algorithm and implementations,
e.g., YOLOv5, A* planner, and vehicle models, however, this is not a requirement. The services communicate over
network sockets, with ROS providing a publisher subscriber model built over the network sockets. Any inter-service
communication that is not a ROS topic, needs to define its own protocol. An example of this in current AirTaxiSim is
the CARLA control using CARLA Python API [36]. Encapsulating the services in containers facilitates the use of
services with differing dependencies and requirements within the same simulation run and simplifies the inclusion of
new solutions with their specific dependencies. The following services are included in the base simulator:

• Simulation Control — monitors the simulation, records the simulation, coordinates with host scripts, etc.
• Ground Station — represents the physical ground station as a separate container, sets the global mission target, etc.
• Environment — simulates the environment around the vehicle using CARLA.
• Perception — container responsible for retrieving sensor data.
• Vehicle & Planning — simulates the vehicle physics and performs path planning.
The modular architecture of the simulator enables fault injection at various stages of the simulation pipeline. Users

can easily define and customize a wide range of faults, such as perturbations in actuator commands or the injection of
noise into sensor data (e.g.,, camera or LiDAR). Rather than providing a fixed set of predefined faults, the simulator is
designed to be transparent and extensible, allowing users to implement fault models that suit their specific use cases.
Detailed examples and guidance for implementing custom faults are provided in the simulator’s documentation.

4. Simulation Control
Simulation control is a core containerized service that coordinates with the host scripts to manage the execution of

the simulation. It includes a ROS package that monitors critical mission metrics, such as whether the global target has
been reached or if a collision has occurred.

Reaching the global target is determined by evaluating data from various ROS topics that publish the simulation
states. These values are compared against the global target specified in the configuration file for the current simulation.
For example, if the simulation target is successful landing, and the ego vehicle reaches that target, this module records
metrics like time to completion, landing velocity, landing accuracy, etc. and communicates to the host scripts that the
simulation has completed. The host scripts then either terminate the simulation and aggregate results, or trigger the next
simulation run as dictated by configuration options.

Another key feature of the simulation control service is its ability to record simulation runs as rosbags [37]. This
feature can be toggled in the configuration file, allowing users to decide whether to record the simulation and which
topics to record. When enabled, a rosbag file is generated that captures all data published to selected ROS topics.

B. Environment
The simulation environment is built on a customized version of CARLA, providing air taxi specific assets within

CARLA’s high-fidelity representation of urban settings. AirTaxiSim adds landing pads and 3D animation models for
air taxis to CARLA. CARLA provides a rich set of features to emulate urban environments, including detailed road
networks, dynamic traffic, and realistic urban obstacles such as pedestrians, buildings, and other vehicles. CARLA also
provides a flexible infrastructure for defining and controlling objects, that AirTaxiSim leverages to emulate cluttered
environments for air taxis. The environment integrates with the vehicle model, as described in Section III.C.

The environment service is a core component of our simulation pipeline, responsible for initiating the CARLA
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simulation and configuring its key elements. It spawns the ego vehicle, additional aerial vehicles, and generates ground
traffic according to specifications in the configuration file. Parameters such as the simulation map, the ego vehicle’s
starting position, and the trajectories and starting points of adversarial vehicles are retrieved from the configuration file
and set accordingly.

CARLA emulates sensors for the vehicle, including cameras and LiDAR. The sensors are capable of emulating
effects of weather conditions and noise, as supported natively by CARLA. CARLA generates the output for each sensor
attached to the ego vehicle in the simulation. This sensor data is then published to corresponding ROS topics.

Additionally, leveraging the recording capabilities of our simulator, as detailed in Section III.A, we enable scenarios
involving multiple aerial vehicles, each backed by its own physical engine. This is achieved by pre-recording the
trajectory of an aerial vehicle and then replaying it in subsequent simulation runs, where the recorded path and
vehicle model are integrated into the environment. This approach allows multiple complex aerial vehicles to operate
simultaneously, increasing the difficulty of the aerial navigation task for the ego vehicle.

AirTaxiSim, therefore, maintains all rich features provided by CARLA, while enhancing it with the assets required
for air taxi simulation. Current version of AirTaxiSim is based on CARLA 0.9.15. Work is underway to support Carla
0.10.0, which is based on Unreal Engine 5.5 [38]. This update will significantly improve the visual fidelity of the
simulated environment, reducing the sim-to-real gap.

C. Vehicle Model
The aerial ego vehicle in AirTaxiSim utilize dedicated physics engines to compute the dynamics of the vehicle,

simulating the physical model of the ego vehicle with high fidelity. Given reference trajectory from a path planning
module, the vehicle’s pose is computed by a high fidelity vehicle model, transformed into CARLA’s coordinate frame,
and communicated to CARLA. Within CARLA the ego vehicle is defined as an object without physics or gravity
simulation, allowing the external vehicle model to precisely control the ego vehicle’s behavior. Within CARLA, the ego
vehicle essentially teleports with each pose update from the external vehicle model. CARLA and the vehicle model are
synchronized to ensure a seamless simulation loop. The vehicle model updates the vehicle pose at the same or higher
frequency than CARLA updates to the environment, avoiding any lags and minimizing jitter.

AirTaxiSim includes models for two aerial vehicles.
• The first is a life scale air taxi, adapted from the Generic Urban Air Mobility (GUAM) vehicle simulator developed

by National Aeronautics and Space Administration Langley Research Center [12, 39]. We converted the original
continuous time Simulink model to a time-stepped model implemented in Python using JAX [40]. This converted
model was evaluated to ensure that any quantization error is minimal and there is no significant loss in fidelity [41].
The converted model has significantly higher computational performance to the extent that it can support real-time
execution. It enables use cases where multiple air taxis, controlled by independent instances of the vehicle model,
operate simultaneously within a simulation run. This converted model is also available for independent use [42].

• The second aerial vehicle supported is Minihawk VTOL [13, 14] which utilizes Gazebo simulation [43]. Minihawk
can be 3D printed and assembled to support autonomous control [13]. Therefore, Minihawk provides a highly
accessible avenue for sim-to-real validation within workflows for research and development of autonomy solutions
for VTOL vehicles.

Following the examples of these aerial vehicle models users can integrate their own vehicles. AirTaxiSim
configuration framework is designed to support such flexibilities, as described in Section III.A.2.

Some physics engines for aerial vehicles support interaction with environmental factors, such as wind disturbances
and ground effect modeling. While the current version of AirTaxiSim does not include these capabilities for the two
supported vehicle models, support for environmental interaction is planned for a future release.

The low-level control for the vehicle is integrated within the vehicle models, e.g., PID Control [44, 45] or L1
Adaptive Control [46, 47]. This design choice is governed by two factors. First, the low-level control loop runs at a
much higher frequency (e.g., 400 Hz) compared to other autonomy components (typically 10 Hz). Second, the low-level
control implementation and paramterization is highly specialized to the vehicle models based on different reference
vehicles and specific designs [39]. Therefore, while flexibility and modularity have been prioritized across most system
components, for low-level control, we have opted for a more integrated approach by embedding it as a sub-module of
vehicle models, due to the two key considerations outlined in this paragraph.

The high fidelity vehicle simulators combined with 3D models for these vehicles within CARLA provide a realistic
simulation of aerial vehicles within the CARLA environment.
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Fig. 3 Simulation example of an air taxi resting on a vertipad, illustrating a key operational scenario for urban
air mobility.

D. Autonomy
The vehicles’ autonomy stack is comprised of perception and planning components. Perception modules process

sensor data, including RGB images and LiDAR-generated point clouds, which may originate from multiple sensors
operating concurrently, extracting relevant information for the planning module. The planning module combines this
processed data with additional inputs, such as the ego vehicle’s current pose, to compute an optimal path toward the
target. For instance, the perception module can provide data like an occupancy grid map or landing zone detection, which
the planning module uses to navigate. The components are designed to be modular and therefore easily replaceable
by alternate implementations. This modular approach supports flexibility, allowing users to test and integrate custom
algorithms for perception and planning. All existing autonomy modules communicate using ROS topics, leveraging the
standardized framework for data exchange.

Aiding the research and development of perception, planning, and control modules for autonomous air taxis is the
central goal of AirTaxiSim. Therefore, while the simulator includes baseline solutions for each, its modular structure
facilitates selection between alternative implementations. The baseline perception includes 3D obstacle detection using
camera and LiDAR sensor data. Yolov5 [48] for landing pad detection and Depth Clustering [49, 50] for verifiable
obstacle detection [18, 51, 52] are included. The baseline path planning implements obstacle avoidance using A*
algorithm [53] and RRT (rapidly exploring random trees).

As example, we provide a baseline autonomy stack comprising perception and planning components, centered
around octomap generation from point cloud data captured by multiple lidar sensors. The point clouds are first merged
through a dedicated node and then passed to the octomap package to construct a 3D occupancy grid map. This map is
used by an RRT-based planner to generate a path to the target location. The planner supports dynamic replanning: if
updated occupancy data indicates a potential collision along the current path, the planner automatically recomputes a
new path using the updated information.

Additionally, as an ongoing long-term goal we will incorporate research solutions developed using AirTaxiSim
within the public repository to promote continuous collaborative research.

IV. Case Studies
In this section we showcase some of the use cases and scenarios that are supported by AirTaxiSim, demonstrating its

versatility and relevance to real-world urban air mobility challenges. These scenarios are designed to reflect realistic
situations that may arise when deploying air taxis in urban environments.

A. Landing on a Vertipad
A fundamental safety-critical requirement for any air taxi is the ability to land safely and accurately on a designated

vertipad. This scenario reflects the envisioned operation of urban air taxi hubs, often referred to as vertiports. To
illustrate this capability, we simulate an air taxi starting in flight and successfully landing on a vertipad, as shown
in Figure 3. The landing maneuver includes communication with the ground station to determine the landing target,
trajectory planning, low level control of the rotors of the vehicle and high fidelity simulation of vehicle pose under the
applied rotor control and environmental conditions.
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Fig. 4 Simulation of an air taxi navigating a cluttered urban environment, surrounded by various obstacles
such as other air taxis, buildings, and trees.

B. Operating in a Cluttered Environment
A critical challenge for urban air taxis is operating safely in highly cluttered environments. Such scenarios can

involve a dense array of obstacles, including other air taxis, buildings, trees, and other infrastructure typically found
in urban settings. The ability to navigate effectively in these situations is essential for ensuring mission success and
passenger safety. Our simulation pipeline allows the ego vehicle to be surrounded by various types of obstacles and
evaluates its ability to safely navigate out of the cluttered zone to complete its mission. This scenario illustrates the
importance of robust perception, planning, and collision avoidance systems. Figure 4 shows an example of an air taxi
successfully navigating through a cluttered environment, demonstrating the effectiveness of its autonomy module in
maintaining safety and efficiency. A similar scenario was used to validate safety solutions in a prior work [18].

C. Landing on the Ground
In certain scenarios, an air taxi may need to perform an emergency landing. These situations can arise when critical

systems, such as the GPS or vision modules, fail due to errors or damage. Such failures necessitate a prompt and safe
landing to ensure the safety of passengers, pedestrians, and surrounding vehicles. Unlike controlled rooftop landings,
emergency landings in urban environments are more likely to occur on flat ground. However, these areas are typically
shared with ground vehicles, introducing unique challenges that require precise coordination. To simulate this scenario,
we model the interaction between air taxis and ground vehicles during an emergency landing. Ground vehicles halt
their motion when the air taxi descends below a critical altitude, creating a safe buffer zone. Simultaneously, the air
taxi modulates its descent rate to provide adequate time for nearby vehicles to react. This simulation highlights the
importance of responsive systems for both aerial and ground vehicles in effectively managing unexpected events.

Notably, this emergent interaction is a natural outcome of our simulator’s internal structure, rooted in the CARLA
framework. Although CARLA was initially designed for ground vehicles, its adaptability allows us to explore aerial
vehicle scenarios, showcasing the versatility and robustness of our simulation pipeline.

D. Training of Machine Learning Solutions
AirTaxiSim supports the generation of synthetic training data for learning-based solutions in aerial vehicles. This is

especially useful for scenarios that are infeasible to replicate in the real world, such as environments cluttered with
flying obstacles or hazardous conditions. While we do not release a dataset as part of this work, AirTaxiSim includes
tools to extract data from both predefined and user-defined scenarios. Therefore, AirTaxiSim can be used to generate
datasets for training and refinement of learning-based solutions.

However, AirTaxiSim can go beyond typical supervised learning to enable a fully automated active learning paradigm.
Active learning involves dynamic adaptation of the learning data, based on external heuristics [54]. The ability of
AirTaxiSim to support automated active learning was demonstrated in a recent work [19].

An example reinforcement learning pipeline for an end-to-end flying agent is also available.

E. Metrics and Benchmarks
AirTaxiSim currently collects metrics such as collisions, time to completion, maximum velocity, and landing

velocity. Its architecture has been configured to support flexible collection of additional task- and algorithm-specific
metrics. Although benchmark definitions are still under development, the simulator’s architecture already supports
flexible integration of user-defined metrics for evaluation.
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V. Conclusion and Future Work
This paper presents a high-fidelity simulator for autonomous aerial vehicles operating in urban environments.

The simulator integrates key components of the autonomy pipeline — including perception, planning, control, and a
photorealistic environment renderer based on CARLA. AirTaxiSim is designed to be highly customizable and adaptable
to support diverse scenarios and use cases. This adaptability includes ease of incorporating custom physics engines for
new aerial vehicle models. This simulator is designed to support research and development in urban aerial autonomy,
especially in light of recent advances in eVTOL technology and the growing interest in urban air mobility.

Future development of AirTaxiSim is expected to be collaborative and open-source, driven by the requirements to
support specific research efforts. This model ensures that in addition to supporting short terms research goals, each
development effort enhances the simulation framework with new support and capabilities. We encourage the research
community and practitioners to collaborate with us by sharing their inputs and enhancements to AirTaxiSim.

Major planned enhancements include
• Upgrade Carla version to 0.10.0 that is built on Unreal Engine 5.5 [38]. This upgrade will vastly improve the

visual fidelity of the simulated environment.
• Some physics engines for aerial vehicles support interaction with environmental factors, such as wind disturbances

and ground effect modeling. While the current version of AirTaxiSim does not include these capabilities for the
two supported vehicle models, support for environmental interaction is planned for a future release.

• Extend the scenario configuration to support existing scenario definition languages, e.g., Scenic [55].
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